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Design, Performance Analysis, and Implementation
of a Super-Scalar Video-on-Demand System

Jack Y. B. LeeMember, IEEEand C. H. Lee

Abstract—Despite the availability of video-on-demand (VoD) architectures to further improve efficiency [31]-[37]. A more
services in a number of cities around the world, large-scale deploy- detailed review of these works will be presented in Section II.
ment of VoD services in a metropolitan area is still economically The central theme in these pioneering studies is the use of

impractical. This study presents a novel super-scalar architecture . . .
for building very large-scale and efficient VoD systems. The pro- network-level multicast to enable sharing of transmitted data

posed architecture combines the use of static multicast, dynamic @mong a large number of users, thereby drastically reducing re-
multicast, and intelligent client-side caching to vastly reduce server source requirements when scaling up the system. The challenges
and network resource requirement. Moreover, in sh_arp contrastto to applying multicast to VoD applications are threefold. First,
conventional VoD systems where the system cost increases at Ieasbne needs to design a multicast transmission schedule to maxi-

linearly with the system scale, the proposed architecture becomes _ . hari hile at th i . tart
more efficient as the system scales up and can ultimately be scaledMIZ€ resource sharing while at the same time minimize startup

up to serve any number of users while still keeping the startup latency. Second, as users arrive at random time instants, one
latency short. This paper presents this new architecture, proposes would need ways to group them together so that they can share
methods to support interactive playback controls without the just a few multicast transmissions. Third, to provide service
need for additional server or client resources, and derives an comparable to traditional TVoD service, one would also need to

approximate performance model to relate the startup latency with find ¢ tint fi trol h
other system parameters. The performance model is validated Ind'ways to support interactive controis such as pause-resume,

using simulation and the architecture is evaluated under various SIOW motion, seeking, etc., during video playback.
system settings. Lastly, a system implementation is presented and This study investigates a super-scalar architecture—Super-
benchmarking results obtained to further verify the architecture,  Scalar VoD (SS-VoD) that addresses the previous three chal-

the performance model, and the simulation results. lenges. Specifically, SS-VoD integrates ideas from batching,
Index Terms—Multicast, performance analysis, super-scaler static multicasting, dynamic multicasting, and client-side
video-in-demand (SS-VoD), super-scalar, video-on-demand. caching to form a simple yet efficient architecture. Static

multicast channels in SS-VoD are scheduled using a simple
staggered schedule similar to a near VoD (NVoD) system.
While more sophisticated multicast schedules [10], [11],
V IDEO-ON-DEMAND (VoD) systems have been commert13]_[15], [17]-[21] can achieve better resource savings, they
V' cially available for many years. However, except for a feWften require more client-side bandwidth and client-side buffer.
cities, large-scale deployment of VoD service is still uncommogyore importantly, these multicast schedules require the client
One of the reasons is the high cost in provisioning large-scale {§-switch between multiple multicast channels during a video
teractive VoD service. The traditional true-VoD (TVoD) modekessjon to achieve the resource savings. For large-scale systems
calls for a dedicated channel, both at the server and at the n&jmprising millions of users, the channel switching overhead
work for each active user during the entire duration of the sgsyp, present a significant burden to the network.
sion (e.g., 1-2 h for movies). In a city with potentially millions | et ys consider IP multicast as an example. A client wishing
to tens of millions of subscribers, the required infrastructure iy switch from one multicast channel to another will need to
vestment Is Immense. ~send an Internet Group Management Protocol (IGMP) [38] mes-
Totackle this challenge, a number of researchers have invesiiye to the edge router to stop it from forwarding data in the
gated various innovative architectures to improve the scalabilgyrrent multicast group. Another IGMP message will then be
and efficiency of large-scale VoD systems [1]-{37]. Notablgent to request the edge router to start forwarding data from
examples include batching [1]-{5], chaining [6], [7], periodigne new multicast group. Unlike processing data packets, these
broadcasting [8]-[21], patching [22]-[26], and piggybackingontrol messages and group management processing are per-
[27]-[30]. Moreover, these techniques are often complemegrmed in software running on the router CPU. Hence the more
tary and hence can be combined into even more sophisticag@@nnel switching it requires, the more chance that a router
could become overloaded. This could lead to missed schedule
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or processing at the video server nor any additional buffer at thatching policies have been proposed in recent years, including
client. first-come-first-serve (FCFS) and maximum queue length
The dynamic multicast channels in SS-VoD, on the othéMQL) proposed by Daret al. [1], maximum factored queue
hand, are scheduled online by an admission controller. Théd#~Q) proposed by Aggarwadt al. [4], and Max_Batch and
dynamic multicast channels are used to allow a user to sthfin_Idle proposed by Shachnei al. [5].
and sustain playback while caching data from another staticThe second approach, calletiaining or virtual batching
multicast channel. Users sharing a dynamic multicast chanasl proposed by Sheat al. [6], [7], builds upon batching and
will eventually catch up with their cached data and the dynaméxploits client-side disk and network bandwidth to reduce the
channel can then be released. Observing that in practice maatching delay. Specifically, clients from the same batch form a
users are willing to wait for a small startup delay of, say, lagical chain where the first client of the batch starts playback
few seconds, we design an admission controller for SS-Vd@mediately, caches the video data, and then forwards them to
to enable more users requesting the same movie to sharetttgenext client in the chain. This chaining process repeats for
same dynamic multicast channel. This dramatically reduces th&sequent clients in the batch. The primary advantage of this
system resource required to achieve the same startup latencgpproach is that earlier clients are not penalized with a longer
Another contribution of this study is in performance modwait due to the batching process. The tradeoff is that the clients
eling. Systems of this complexity are inherently difficult to anand the access network must have bandwidth to stream video
alyze and many studies have therefore resorted to using sitata to other clients.
ulations to obtain performance results. A number of previousThe third approach, callggeriodic broadcastingschedules
works [32], [34], [36] have successfully analyzed system pethe transmissions of a video over multiple multicast channels
formance by deriving the average number of channels needed fixed pattern [8]-[21]. For the simplest example, NVoD
given other system parameters, assuming that server and nggpeatedly transmits a video over multiple channels at fixed
work bandwidth can be allocated whenever needed. These pne intervals so that an arriving user can simply join the next
formance models have provided important insights into the repcoming multicast cycle without incurring additional server
lations between different system parameters. This study takeegsource. More sophisticated broadcasting schedules such as
different approach and begins with a fixed total number of chapyramid broadcasting [10], [11], skyscraper broadcasting [13],
nels and then proceeds to derive the startup latency given othed Greedy Disk-Conserving Broadcasting (GDB) [17] have
system parameters. We believe that this model can better bheen proposed to further reduce the resource requirement by
dress the need of VoD service providers as server and netwtidding off client-side access bandwidth, buffer requirement, and
bandwidth are often fixed during system installation. multicast channel switching overhead as discussed in Section I.
The rest of the paper is organized as follows. Section Il re- The fourth approach, callegatching exploits client-side
views some previous works and discusses the differences of bandwidth and buffer space to merge users on separate trans-
approach. Section Il presents the SS-VoD architecture, withission channels onto an existing multicast channel [22]-[26].
details of the transmission schedule, admission control algbhe idea is to let the client caches data from a nearby (in
rithm, and channel merging algorithm. Section IV presents gitayback time) multicast transmission channel while sustaining
gorithms to support three interactive controls, namely pause—pdayback with data from another transmission channel—called
sume, slow motion, and seeking under the SS-VoD architectugepatching channel in [23]. This patching channel can be
Section V presents a performance model of SS-VoD where tigdeased once video playback reaches the point where the
startup latency is related to other system parameters. Sectiorcdthed data began, and playback continues via the cache and
evaluates performance of the SS-VoD architecture using restitte shared multicast channel for the rest of the session.
obtained from analysis and simulation. Section VIl presents theThe fifth approach, callegiggybackingmerges users on sep-
implementation of a system prototype and the experimental gate transmission channels by slightly increasing the playback
sults obtained from benchmarking. Finally, we conclude thate of the latecomer (and/or slightly decreasing the playback
study in Section VIII. rate of the early starter) so that it eventually catches up with an-
other user and hence both can then be served using the same
multicast channel [27]—-[30]. This technique exploits users’ tol-
erance on playback rate variations and does not require addi-

In this section, we briefly review the related works and contional buffer on the client side as in the case of patching.
pare them with this study. As mentioned in Section |, there are The previous five approaches are complementary and hence
five common approaches for improving VoD system efficienc§an be combined to form even more sophisticated architectures.
namely batching, chaining, periodic broadcasting, patching, ai@r example, Lia@t al.[22], Huaet al.[23], and Cact al.[24]
piggybacking. These approaches can be used indi\,idua"yr@veinvestigated integrating batching with patching to avoid the
combined to form even more sophisticated architectures.  ong startup delay due to batching. ©tal.[31] have proposed

The first approachpatching groups users waiting for the &n adaptive hybrid technique which integrated batching with
same video data and then serves them using a single multica¥§¢Scraper Broadcasting. They proposed a new batching policy
channel [1]-[5]. This batching process can occur passiveéilied Largest Aggregated Waiting Time First (LAW), which

while t_he users are waiting or actively b_y _delaymg the SEIVICe1n 23], the termpatchingreferred to the whole architecture that combined
of earlier users to wait for later users to join the batch. Varioyatching and batching. In this paper we treat these two techniques separately.

Il. RELATED WORK
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is a refinement of the MFQ policy [4]. Unlike most studies Last but not least, we successfully implemented the pro-

which assume stationary video popularity, their approach egtbsed architecture, complete with pause—resume, slow motion,
mates video popularity using an online algorithm and revises taed seeking controls. Using this system implementation, we

Skyscraper Broadcasting schedule from time to time to adaptdbtained benchmark results that further validated the analytical
video popularity changes. and simulation results.

More recently, Gaet al. [32] proposed aontrolled multi- In a previous work by the author [33], [37], we proposed
casttechnique that integrated patching with dynamically sched-UVoD architecture that also integrated patching with static
uled multicasting. This is further refined by Gao al. [34] periodic multicast. SS-VoD improves upon UVoD in two ways.
in their catchingscheme, which employed the GDB schedulBirst, SS-VoD employs multicast patching channels instead
for the periodic broadcasting channels. Their study found ooft unicast patching channels in UVoD, which dramatically
that catching outperforms controlled multicast at high loads bimproves the system performance at high loads. Second,
is otherwise not as good as controlled multicast. This mo®%S-VoD employs intermediate admission controllers to admit
vated them to further combine catching with controlled multand consolidate client requests for transmission to the servers.
cast to form aelective catchingcheme that dynamically switch This three-tier architecture ensures that the server will not be
between catching and controlled multicast depending on theerloaded with client requests when one scales up the system
system load. to millions of users. These two architectures will be compared

In another study, Ramest al. [36] proposed and analyzedin more detail in Section VI.
the multicast with cacheMcachg approach that integrated
batching, patching, and prefix caching. They proposed placing I1l. SUPERSCALAR ARCHITECTURE

regional cache servers close to the users to serve the initial | . ) .
portion (prefix) of the videos. In this way, a client can start " this section we present the design of the SS-VoD archi-

video playback immediately by receiving prefix data streamdgCture- As depicted in Fig. 1, the system comprises a number
from a regional cache server. The server will then dynamicaff} Se"vice nod_es connected via a multlc_ast-read)_/ network to the
schedule a patching channel for the client to continue 5 ents. The clients form clusters according to their geographical

patching process beyond the prefix and also identify an existiREPxIMity- An admission controller in each cluster performs au-
multicast channel for the client to cache and eventually merH@ntlcatlon and schedules requests for forwarding to the service

into. This architecture has been shown to outperform prefix-d2%€S _ ,
sisted versions of dynamic skyscraper, GDB, and selectiveE@Ch Service node operates independently from each other,
catching. having its own disk storage, memory, CPU, and network inter-

The SS-VoD architecture proposed in this study differs frortﬁ‘c_e' Hef“’e a service node is e_ffectiv_ely amini yideo server, al-
the previous studies in four major ways. First, we combirﬁl}e't serving a small number of video titles to #rdireuser pop-

both static and dynamic multicast with ideas from patchingation' This modular architecture can simplify thg deploymen.t
and batching. In particular, we employ the simple stagger Hd management of the system. For example, since the config-

periodic multicast schedule for the static multicast channef@tion of each service node is decoupled from the scale of the

Compared to dynamically scheduled multicast schedules [1§ ',stgm anq each service nodg carries just a few m'ovies, aservice
[19], [32], [36], this simple multicast schedule enables us ovider simply deploys the right number of service nodes ac-

implement interactive playback control such as pause—resur‘ﬁ%rdmg to the desired video selections. Additional service nodes
slow motion, and seeking in a simple yet efficient way Corﬁ:-ah be added when more movie selections are needed, with the

pared to more sophisticated periodic broadcasting SChedLﬁé-éSting nodeiremain u?ch_?nged. idth effici ith
[10], [11], [13]-[15], [L7]-[21], the staggered schedule enjoys SS-VoD achieves scalability and bandwidth efficiency wit

lower client buffer requirement and, more importantly, elim¥0 _techniques. The first technique is through the use of

inates the need to switch multicast channels during a vidﬂwlﬁc"}‘St to serve multiple clients using a single multicast
session as discussed in Section | channel. However, simple multicast such as those used in an
Second, we take advantage of users’ tolerance to a smaioP system Iir_nits the time.for which a client may start a
startup latency to enable multiple users to share a dynarﬂ%w video session. Depgndm_g on _the number of muilticast
multicast channel for patching [35]. This technique achiev bannels allocated for a video title, this startup delay can range

the benefits of batching patching requests similar to Mcac gm a few minutes to tens of m_lnutes. To tackle_th|s initial
elay problem, we employ patching to enable a client to start

[36] but without the need for regional cache servers. As will. . . : .
be shown in later sections, this technique greatly reduces fﬂggq playback at any time using a dylja_mlc mulycast channel
startup latency at high arrival rates, until it can be merged back onto an existing multicast channel.
Third, instead of using simulation or deriving the averag%
channel requirement assuming server and network bandwidth
can be allocated whenever needed, we modeled the system f)‘er
formance by beginning with a given total number of multicast Each service node in the system streams video data into mul-
channels and then derive the startup latency accordingly. We biple multicast channels. Le¥ be the number of video titles
lieve this model will be useful for the VoD service providers t@erved by each service node and\éte the total number of
dimension the system requirement and to estimate system petiticast channels available to a service node. For simplicity,
formance under different user arrival rates. we assumeN is divisible by M and hence each video title

ections IlI-A through 11I-C present these techniques in detail.

Transmission Scheduling
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Fig. 2. Transmission schedules for static and dynamic multicast channels.

is served by the same number of multicast channels, denoB:dAdmission Control
by Nas = N/M. These multicast channels are then divided 14 reqyce the response time while still leveraging the band-

into two groups ofNs static multicast channels alp = igth efficiency of multicast, SS-VoD allocates a portion of the
Ny — Ns dynamic multicast channels. _ multicast channels and schedules them dynamically according
The video title is multicast repeatedly over alk static mul- 5 the request arrival pattern.
ticast_(_:hannels_in a time-staggered manner as shown in Fig. ZSpecificaIIy, a new request always goes to the admission
Specifically, adjacent channels are offset by controller. Knowing the complete transmission schedule for
the static multicast channels, the admission controller then
L determines if the new user should wait for the next upcoming
= Ns (D) multicast transmission from a static multicast channel or should
start playback with a dynamic multicast channel. In the former
seconds, wherd. is the length of the video title in secondscase, the client just waits for the next multicast cycle to begin,
Transmissions are continuously repeated, i.e., restart from thighout incurring any additional load to the backend service
beginning of a video title after transmission completes, regandedes. In the latter case, the admission controller performs
less of the load of the server or how many users are active. Thasgéitional processing to determine if a new request needs to
static multicast channels are used as the main channel for de-sent to the appropriate service node to start a new dynamic
livering video data to the clients. A client may start out with anulticast stream.
dynamic multicast channel but it will shortly be merged back Fig. 3 depicts the state-transition diagram for the admission
to one of these static multicast channels. Section IlI-B presept®cedure. Beginning from theLe state, suppose that a new
the admission procedure for starting a new video session, aedquest arrives at timg, which is between the start time of the
we explain in Section IlI-C how the client is merged back tprevious multicast cycle, denoted by;, and the start time of
one of the static multicast channels. the next multicast cycle, denoted by, ;. Now a predefined

Tr
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Fig. 3. State-transition diagram for the admission controller.

admission threshold, denoted bydetermines the first admis- video title and the length field ; will be sent to a service node
sion decision made by the admission controller: the new requastd the admission controller enters 8RTED state.

will be assigned to wait for the next multicast cycle to start play- If another request for the same video title arrives during the
back if the waiting time, denoted hy;, is equal to or smaller STARTED state, say at time, 1, the admission controller will
than2é, i.e., not send another request to the service node, but just update the

local length field according to
w; = t'm+1 — Q4 S 2(5

We call these requesttatically admittedand the admission Ap = adiy1 = tm. “)

controller returns to theLE state afterwards. This admissionryis rocess repeats for all subsequent requests arrived during
threshold is introduced to reduce the amount of load going i STARTED state. As a result only or&rART request will be

the dynamic multicast channels. Optimization procedure forthgam to the service node regardless of how many requests are re-

admission threshold will be presente_d ir_w Section V-C. ) ceived during theTARTED state, thereby significantly reducing
If (2) does not hold, then the admission controller will Profhe processing overhead at the service node

ceed to determine if a request needs to be sent to the appropriatg; 1a service node side upon receivingrarT request from
service node to start a new dynamic multicast streaiyram- the admission controller, the service node will wait for a free

|ca||r31/ Edmmed The serlv|ce rr:odes:e:l':\ndAadmIsalon ZOHtEJ”erénannel from theV dynamic multicast channels to start trans-
each keeps a counter-length tupfec, A}, whereAc = mitting the video title for a duration ofi; seconds as shown

{0, 1} isthe counter,and;,0 < Ap < (Tr—2¢),isthelength ;, Fig. 4. Once a channel becomes availablet4rT reply will

of service for each video title being served. Therefore, each Sgi oy hack to all admission controllers to announce the com-
vice node will haveM such admission tuples and each admi%hencement of the new transmission

sion controller will havel! K such admission tuples, wheré The admission controllers, upon receiving $mRT reply,

is the totaldnlrj]mllaer 0:] ;s_elr(\j/lce n(_)d_e_s”m the system. Both tWﬁl do one of two things. If the local counter value is one, then
counter and the length helds are initially set to zero. both the counter and the length fields are zeroed and the ad-

Now with the admission tuples, the admission procedure Prission process is completed. If the counter is larger than one,
ceeds as fo.IIows. For requgsts_ that cannot be staucallly admit %n the admission controller will send &RTEND request to
th_e a_dmlssmn controller will first _checl_< the counter in th_e 3%he service node to extend the transmission duration according
mission tuple for the re_zq_uested video title. If the counteris to the value of the local length field ;. Note that, in this case,
Z€r10, then thg counter is incremented by one, and the length f'ﬁlﬂ length field at the admission controller will be larger than
is set according to the length field at the service node because only the length
Ap =a; —t,, 3) field at the admission controller is updated for subsequent re-
quests for the same video title. The length field at the service
which is the length of time passed since the beginning of the lamtde is always the one for the first request. After receirg
multicast. In other words, this particular client will occupy thaenD requests from the admission controllers, the service node
dynamic channel for a duration df;, seconds for patching pur- will update the transmission duration to the largest one among
pose. At the same time,START request carrying the requestedall EXTEND requests. Transmission will stop after the specified
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Fig. 5. Timing diagram for a statically admitted client.

transmission duration expires. Note that the service node dadstion, the processing requirement at the service nodes is
not need to wait for angXTEND request to begin streaming.substantially reduced. For extremely large user populations
Streaming will begin as soon as a free dynamic channel becométere even requests from admission controllers can become
available. The purpose of tHEXTEND request is to increase theoverwhelming, one can extend this request-consolidation
transmission time of the dynamic channel to cater for subsstrategy into a hierarchical structure by introducing additional
guent requests in the same batch that require a longer patcHagrs of admission controllers to further consolidate requests
duration. until the volume becomes manageable by the service nodes.

It may appear that the previous admission procedure is unnec-
essarily complex and the clients are better off sending requegts
directly to the service nodes. However, this direct approach suf-
fers from poor scalability. In particular, recall that each ser- According to the previous admission control policy, a stati-
vice node serves a few video titles to the entire user populatiaally admitted client starts receiving streaming video data from
Therefore, as the user population grows, the volume of requeststatic multicast channel for playback as depicted in Fig. 5. For
directed at a service node will increase linearly and eventuatlynamically admitted clients, video playback starts with video
exceed the service node’s processing capability. data received from a dynamically allocated multicast channel.

By contrast, an admission controller generates at most tWo merge the client back to an existing static multicast channel,
requests, ON8TART request and OnNEXTEND request, for each the client concurrently receives and caches video data from a
dynamically started multicast transmission, irrespective of timearby (in time) static multicast channel as illustrated in the
actual number of client requests arrived in an admission cydlming diagram in Fig. 6. Eventually, playback will reach the
(i.e., from receiving the first request in a batch to sendingpint where the cached data began and the client can then re-
the EXTEND request). Given that the number of admissiolease the dynamic multicast channel. Playback then continues
controllers is orders of magnitude smaller than the user pagsing data received from the static multicast channel.

Channel Merging
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Fig. 7. Timing diagram for admitting a group of dynamically admitted users.

As an illustration, consider a dynamic multicast channéle needed for the initial portion of the video session. For a 2-h
servingn dynamically admitted clients as shown in Fig. 7. Letnovie served using 25 static multicast channels, the buffer re-
a; be the time client arrives at the system and the nearesjuirement will become 108 MB. This can easily be accommo-
multicast cycle starts at,, and ¢,,+1, respectively, where dated today using a small hard disk on the client side, and in the
ty < a1 < ag,...,< a, < (tm+1 — 26). Each client near future simply using memory as technology improves.
upon arrival will begin caching data from a static multicast
channel while waiting for an available dynamic channel to
begin playback. Note that the later a client arrives in the batch,
the longer it must receive data from the dynamic multicast To provide a complete VoD service, interactive playback
channel to make up for the missed data transmitted by the statbmtrols such as pause-resume, slow motion, seeking, etc.
multicast channel. Eventually all clients in the batch will reachill also need to be supported. Among these, pause-resume
their cached data position and the dynamic multicast channeigslikely the control most frequently performed in typical
released. Therefore, the channel holding time of the dynanmmvie-on-demand applications. Intuitively, performing an
multicast channel is equal {a.,, — ¢,,), i.e., dominated by the interactive control in SS-VoD essentially breaks the client
last client joining the batch. away from the current static multicast channel and then restarts

Compared to TVoD systems, a SS-VoD client must have titeat another point within the video stream. Hence, a simple
capability to receive two multicast channels concurrently andethod to support interactive control is to treat them just like
have a local buffer large enough to hold upfg seconds of a new request. Clearly, this approach will increase loads at the
video data. Given a video bit rate of 3 Mb/s (e.g., high-qualitgynamic multicast channels and result in increased waiting
MPEG4 video), a total of 6 Mb/s downstream bandwidth willime for both new session and interactive control requests. As

IV. INTERACTIVE CONTROLS
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there is no generally accepted user-activity model, we do Mot Seeking
attempt to quantify the performance impact of this approach inSeeking is the change from one playback point to another.
this study.

In Sections IV-A through IV-C,

or client buffer is needed to support these interactive Contm'S%ecificaMy

due to patching, the client buffer typically has some
SS-VoD. patcring ypicaly

advance data cached. Moreover, some past video data will also
remain in the client buffer until being overwritten with new data.
A. Pause-Resume Hence, if the new seek position is within the range of video

) _ i i data in the client buffer, seeking can be implemented simply by
We use a simple channel-hopping algorithm to 'mplemeEHanging the playback point internally.

pause-resume in SS-VoD. Specifically, since a client has ayqy, if the seek position, denoted hy lies outside the client
buffer large enough to caclig seconds of video, it can justp tfer. then the client may need to switch multicast channels to
continue buffering incoming video data after the user pausﬁgcomplish the seek. Lét i = 0,1,..., Ns — 1 be the current
playback. If the user resumes playback before the buffer is fylfayhack points of thevs static multicast channels and assume
then no further action is required. By contrast, if the buffefe cjient is currently on channel Then the client will choose
becomes full, then the client simply stops receiving data aggh nearest channel to restart playback by finding the chgnnel
enters an idle state. _ such than the seek error= min{|t; — #,|} is minimized. Note
When the user resumes playback, the client can resume plg\st the current channel may happen to be the nearest channel
back immediately and at the same time determine the neargsl in this case, the client simply seeks to the oldest data in the
multicast channel that is currently multicasting the video. Singg e if t, is earlier than the current playback point or seeks to
a movie is repeated eveflz seconds and the client buffer al-y,a newest data in the buffer otherwise.
ready containg’r seconds worth of video data, we can guar- cjearly, in the previous case, the seek operation may not end
anteed that the client can locate and merge back to an exisiigin, the precise location specified by the user and the seek error
static multicast channel. can be up td’z /2 seconds. In return, this seeking algorithm can
be supported without incurring server overhead or additional
B. Slow Motion client buffer. If more precise seeking is needed, then one will

o need to make use of a dynamic multicast channel to merge the
Slow motionis playback at a rate lower than the normal playient back to an existing static multicast channel. Further re-

back rate. As video data are always being transmitted and &xrch will be needed to develop efficient yet precise seeking
ceived at the normal video Dit rate, it is easy to see that onggyqrithms.

slow motion is started data will begin to accumulate in the client
buffer. Now, if the user resume normal speed playback before
the buffer is full, then no additional action needs to be done.
However, if playback continues in the slow motion state for In this section, we present an approximate performance
a sufficiently long duration, the client buffer will eventually bemodel for the SS-VoD architecture. While an exact analytical
fully filled up with video data. Note that at the instant when theolution does not appear to be tractable, we were able to derive
buffer becomes full, the buffer will contaifiz seconds worth an approximate model that can be solved numerically. The
of video data. This is equivalent to the buffer full state in pepurpose of this performance model is to assist system designers
forming a pause operation. The only difference is that, in paw quickly evaluate various design options and to perform
forming pause, the client will stop receiving data until the us@reliminary system dimensioning. Once the approximate
resumes playback, at which time a nearby (in time) multicasystem parameters are known, one can resort to a more detailed
channel will be located to merge back into. For slow motiorsimulation to obtain more accurate performance results.
however, playback continues at that instant and hence it is necThe primary performance metric we use in this study is
essary to immediately locate a nearby multicast channel otls¢artup latency, defined as the time a client submitted a request
than the current one to merge back into. As any play pointtis the admission controller to the time the beginning of the
at mostTr seconds away due to the staggered static multicastjuested video starts streaming. For simplicity, we assume
schedule, th@'r seconds worth of data in the buffer guarantedkhere is a single video title stored in a service node and ignore
that the client can locate and merge back into a static multicagttwork delay, transmission loss, and processing time at the
channel. If slow motion continues after merging, then data waldmission controller.
begin to accumulate in the buffer again and the cycle repeatdn Sections V-A through F, we will first derive the average
until normal playback speed is resumed. waiting time for statically admitted clients and dynamically ad-
Using this algorithm, slow motion at any rate slower than thmitted clients and then investigate the configuration of the ad-
normal playback rate can be supported without the need for anission threshold and the channel partitioning policy. We will
additional resource from the server. Client buffer requiremeadmpare results computed using this approximate performance
also remains the same. model with simulation results in Section VI-A.

V. PERFORMANCEMODELING
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Fig. 8. Classification of dynamically admitted users.

A. Waiting Time for Statically Admitted Clients becomes available. During this waiting time, additional client
As described in Section I11-B, there are two ways to admit §dUests such as request 2, 3, and so on arrive but the admission

clientinto the system. The first way is admission through a stafientroller will not send additionaTART requests to the service

multicast channel as shown in Fig. 5. Given that any clients &12d€- This process repeats when a new request arrives at time

riving within the time window of2¢ seconds will be admitted t2. . ) . » .

this way, it is easy to see that the average waiting time for stati-Bas€d on this model, we first derive the average waiting time

cally admitted clients, denoted B¥s(8), is equal to half of the experienced by &TART request at the service node. For the

admission threshold arrival process, we assume that user requests form a Poisson
arrival process with rate. The proportion of client requests
Ws(6) =6 (5) falling within the admission threshold is given by
assumingitis equally probable for a request to arrive at any time Ps = ;—5 (6)
within the time window. R
and these clients will be statically admitted.
B. Waiting Time for Dynamically-Admitted Clients Correspondingly, the proportion of dynamically admitted

mﬁ:&ients is equal t¢1 — Ps). We assume that the resultant arrival
process at the admission controller is also Poisson, with a rate
gual to

The second way to admit a new client is through a dyna
multicast channel as shown in Fig. 6. Unlike static multica
channels, dynamic multicast channels are allocated in an on-8
mand basis according to the admission procedure described in Ap = (1 — Ps)A. @)
Section IlI-B. Specifically, if there are one or more free chan-
nels available at the time a request arrives, a free channel vRiferring to Fig. 8, we observe that the time between two ad-
be allocated to start transmitting video data to the client immgcentSTART requests is composed of two parts. The first part
diately and the resultant waiting time will be zero. is the waiting time for a free dynamic multicast channel; and

On the other hand, if there is no channel available at the tirtiee second part is the time until a new dynamically admitted
a request arrives, then the resultant waiting time will depemtient request arrives. For the first part, welgg (8) be the av-
on when a request arrive and when a free dynamic multicastige waiting time for a free dynamic multicast channel given
channel becomes available. Specifically, requests arriving at thelo derive the second part, we first note that the mean interar-
admission controller will be consolidated using the procedurival time between the two requests (requestndy in Fig. 8)
described in Section IlI-B where the admission controller wilmmediately before and after a free dynamic channel becomes
send a consolidatesiTART request to a service node to initiateavailable, called evertt, is equal t2/ A p, ortwicethe normal
video transmission. mean interarrival time. This counterintuitive result is due to the

Fig. 8 illustrates this admission process. This example dact that longer interval is more likely to be encountered by
sumes that there is no request waiting and all dynamic multive event?. With an interarrival time that is exponentially dis-
cast channels are occupied before client request 1 arrives. Aftdsuted with meanl/Ap, the length-biased mean interarrival
receiving request 1, the admission controller sendsagTre- time as observed by the evelitwill become2/Ap [41]. Next
quest to a service node to initiate a new multicast transmissiae observe that the evehtis equally likely to occur within the
for this request. However, as all channels are occupied, the traingerval between the two requests, thus the mean time until the
mission will not start until a later time when a free channel next arrival is simply half the length of the interval bfAp.
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Therefore, the interarrival time f@TART requests is given by ~ We first derive the average waiting time for Type-2 requests.
1 1 Let W5(6) be the average waiting time for Type-2 requests

Vi We(6) + v (8) which can be shown to be (please refer to the Appendix)
s D

. ) o n (Tr — 26)
where g is the arrival rate foSTART requests. For simplicity, 72WC(6)

we assume that the arrival process formed feImRT requests Wa(6) = We(6) | 1 —
is also a Poisson process.

For the service time of start request, it depends on the last user
joining the batch (Fig. 7). In particular, the service time of the > (Tr - 25)e(—(TR—Zé)/Wc(é))> . (19)
last user equals to the arrival timg minus the time;,,,_; for We(6)
t_he previous multicast of the requested video title. The serviceNext, for Type-1 requests, the average waiting time, denoted
time, denoted by, can range from 0 tg1'z — 26). We assume /(s is simply equal td¥ (§). Therefore, the overall av-
the service time is uniformly distributed between erage waiting time, denoted BY 1 (§), can be computed from
a weighted average of Type-1 and Type-2 requests

Therefore, the dynamic multicast channels form a multi- Wp(d) = Wl(é)lj_ﬂﬁ(g)WQ(é) (15)
server queueing system with Poisson arrival and uniformly 2
distributed service time. As no closed-form solution existghereM;(6) is the expected number of Type-2 requests in an
for such a queueing model, we resort to the approximatieémission cycle and can be computed from
by Allen and Cunneen [39] for G/G/m queues to obtain the

1 — e(=(Tr—28)/Wc(8))

0<s<Tgr—26. (9)

average waiting time for a dynamic multicast channel M>(6) = We(8)Ap. (16)
E~(N 2 2
We(s) = ZeWNp,w) <CA + CS) Ts (10) C. Admission Threshold
ND(l — [)) 2

In the previous derivations, we have assumed that the ad-
whereC? = 1 is the coefficient of variation for Poisson processnission threshold value is givea priori. Consequently, the

and resultant average waiting time for statically admitted and dy-
) 9 namically admitted users may differ. To maintain a uniform av-
c% = (Tr — 26) < 2 > _1 (11) erage waiting time for both cases, we can adjust the admission
12 Tr—26 3 threshold such that the average waiting time difference is within
is the coefficient of variation for uniformly distributed servicé® small errore
time andT’s is the average service time, given by § = min {z| (Ws(z) — Wp(z)) < e,Tr >z > 0}. (17)
Ts = Tr 2_ 25, (12) As adjusting the admission threshold does not affect existing

users, the adjustment can be done dynamically while the
Additionally, v = AsT5s is the traffic intensityp = u/Np is  system is online. In particular, the system can maintain a

the server utilization, ané(Np, ) is the Erlange’ function moving average of previous users’ waiting time as the reference
for threshold adjustment. This enables the system to maintain

% a uniform average waiting time for both statically admitted
Ec(Np,u) = N Np—1 - (13) and dynamically admitted users. The tdatencyin this paper
St d=p) X W refers to this uniform average waiting time.
k=0

Since the traffic intensity depends on the average waitily Channel Partitioning
time, and the traffic intensity is needed to compute the averageAn important configuration parameter in SS-VoD is the par-
waiting time, (10) is in fact recursively defined. Due to (13)titioning of available channels for use as dynamic and static
(10) does not appear to be analytically solvable. Therefore, wailticast channels. Intuitively, having too many dynamic mul-
apply numerical methods to solve fl@fc(4) in computing the ticast channels will increase the traffic intensity at the dynamic
numerical results presented in Section VI. multicast channels due to increases in the service time [see (1)

Now that we have obtained the waiting time fos®RTre- and (12)]. On the other hand, having too few dynamic multicast
guest, we can proceed to compute the average waiting time éhannels may also result in higher load at the dynamic multicast
dynamically admitted client requests. Specifically, we assurshannels. We can find the optimal channel partitioning policy
the waiting time for aTART request is exponentially distributedby enumerating all possibilities, which in this case iggfV).
with meanW(6). We classify client requests into two types. AUnlike the case in UVoD [33], [37] where the optimal channel
Type-1requestis the first request that arrives at the beginningpafrtition policy is arrival-rate-dependent, we found that the op-
the admission cycle. Type-2 requests are the other requests timaal channel partitioning policy is relatively independent of the
arrive after a Type-1 request. For example, request 1 in Fig. 8uiser arrival rate in SS-VoD. This will be studied in more detalil
a Type-1 request, and requests 2 and 3 are Type-2 requestsin Section VI-B.
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VI. PERFORMANCEEVALUATION

In this section, we present simulation and numerical resu 40
to evaluate performance of the SS-VoD architecture. We fit
validate the analytical performance model using simulation r
sults and then proceed to investigate the effect of the chan
partitioning policy to compare latency and channel requireme
between TVoD, NVoD, UVoD, with SS-VoD, and finally inves-
tigate the performance of SS-VoD under extremely light load
The focus of the comparisons is on the server and backbc
network resource requirements, represented by the numbe
channels required to satisfy a given performance metric su
as latency. Note that for simplicity we do not distinguish be

Latency (seconds)

tween unicast and multjcast chanpels and assume Fhat they t ! Arrivel Rate (requestsiseaond) 4 s
the same cost. In practice, a multicast channel will incur high — Simulation Result (20 channels)
costs in the access network where the network routers will ne -~ Analytic Result (20 channels)
. . . . +++ Simulation Result (30 channels)
to duplicate and forward the multicast video data to multiple r +++  Analytic Result (30 channels)
cipients. Nevertheless, this additional cost is not present at " ©66  Simulation Result (50 channels)

. ) ©0© Analytic Result (50 channel
server (e.g., using IP multicast) and at the backbone network L. nalytic Result (50 channels)

fore fanning out to the access subnetworks and therefore will |l_3|8 9

. . . Comparison of latency obtained from analysis and simulation.
ignored in this study.

A. Model Validation ! ! arrival ‘rate =0.5/sec

______ arrival rate = 5/ sec

To verify accuracy of the performance model derived in Se
tion V, we developed a simulation program using the Commi
nications Network Class Library (CNCL) [40] to obtain sim-
ulation results for comparison. A set of simulations is run t
obtain the latency over a range of arrival rates. Each run sirr
lated a duration of 1440 h (60 days), with the first 24 h of dal
skipped to reduce initial condition effects. There is one movie
the system, with a length of 120 min. We divide available mu
ticast channels equally into static-multicast and dynamic-mul
cast channels. We do not simulate user interactions and assl ! ! !

Normailized Latency

that all users playback the entire movie from start to finish. 03 04 propartion omfim S 06
Fig. 9 shows the latency versus arrival rate ranging fro ++ N=20

1x 10 ® to 5.0 requests per second. We observe that t o%e gjgg

analytical results are reasonable approximations for the sin +++ N=20

lation results. At high arrival rates (e.g., over 1 request/s), tl 920 Efig

analytical results overestimate the latency by up to 5%. As
discussed in the beginning of Section V, the analytical modeldg 1. Effect of channel partitioning on latency.
primarily used for preliminary system dimensioning. Detailed

simulation, while lengthy (e.g., hours), is still required to obtain | . .
accurate performance results, and light load at 0.5 requests/s. Note that normalized latency

obtained from two different values @¥ cannot be compared
B. Channel Partitioning directly as the denominator in (18) is _different. _
. . ) . Surprisingly, the results show that in all cases the latency is
Toinvestigate the performance impact of different channel gfiimizeqd by assigning half of the channels to dynamic multi-
locations, we conducted simulations with the proportion of dye, gt and the other half to static multicast. For comparison, UVoD
namic multicast channels, denotedrihyanging from 0.310 0.7. gypipits a different behavior and requires more channels allo-

The results are plotted in Fig. 10. Note that we use a normalizggo for static multicast to minimize latency at high loads as
latency instead of actual latency for thexis to facilitate com- g nin Fig. 11 for a 50-channel configuration.

parison. Normalized latency is defined as UVoD’s behavior is explained by the observation that, at
w(r) higher arrival rates, the waiting time for a free unicast channel

W (18) increases rapidly near full utilization. Therefore, it is desirable

' to allocate more multicast channels to reduce the traffic inten-

wherew(r) is the latency with- x N dynamic multicast chan- sity (arrival rate x Tr) routed to the unicast channel to prevent
nels. operating the unicast channels near full utilization. By contrast,
We simulated three sets of parameters with= 20, 30, the same situation does not occur in SS-VoD because a dy-
and 50 for two arrival rates, namely heavy load at 5 requests@mic multicast channel can batch and serve multiple waiting
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Fig. 12. Comparison of latency for different arrival rates.

the same for both SS-VoD and UVoD. The only differences are
requests. Moreover, the batching efficiency increases for londe¢ replacement of the dynamic unicast channels in UVoD with
waiting time, thus compensating for the increases in the arri@fnamic multicast channels in SS-VoD and the addition of the
rate. This remarkable property of SS-VoD greatly simplifieg0re complex admission procedure in the admission controller.
system deployment as one will not need to reconfigure the
system with a different channel partition policy in case the usex Channel Requirement

demand changes. Channel requirement is defined as the minimum number of
. channels needed to satisfy a given latency constraint at a certain
C. Latency Comparisons arrival rate. Fig. 13 plots the channel requirements of SS-VoD,
Fig. 12 plots the latency for SS-VoD, UVoD, TVoD, andUVoD, TVoD, and NVoD versus arrival rates from 0.01 to 5
NVoD for arrival rates up to 5 requests/s. The service node (@guests/s. The latency constraint is set to 10 s.
video server for TVOD/NVoD) has 50 channels and serves aThe number of channels required for NVoD is a constant
single movie of length 120 min. The first observation is thatjalue and equal to 360. The channel requirement of TVoD in-
except for NVoD, which has a constant latency of 72 s, the lareases with the arrival rate and quickly exceeds that of NVoD.
tency generally increases with higher arrival rates as expectétie channel requirements of SS-VoD and UVoD are signif-
For TVoD, the server overloads for arrival rates larger thaoantly lower than both TVoD and NVoD. For higher arrival
1.16x 10" requests/s. UVoD performs significantly better wittrates, SS-VoD outperforms UVoD by a wide margin. For ex-
the latency asymptotically approaches that of NVoD. SS-Vomple, the channel requirements at 1 request/s are 114 and 36
performs even better than UVoD, and the latency levels off afar UVoD and SS-VoD, respectively, and the channel require-
approaches 5.6 s or a 92% reduction compared to UVoD. ments at five requests per second are 225 and 38 for UVoD
It is also worth noting that the performance gain of SS-VoBnd SS-VoD, respectively. This result demonstrates the perfor-
over UMoD does not incur any tradeoff at the client side. Specifaance gain achieved by replacing the dynamic unicast channels
ically, the buffer requirement and bandwidth requirement ane UVoD with dynamic multicast channels in SS-VoD.
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Fig. 15. Performance tradeoff for using worst case service time for dynamic channels.

E. Performance at Light Loads VII. | MPLEMENTATION AND BENCHMARKING

The previous results are computed using relatively high We implemented a SS-VoD prototype using off-the-shelf
arrival rates. Intuitively, the performance gains will decreas@ftware and hardware. There are three components in the
at lower arrival rates as fewer requests will be served Ipyototype: service node, admission controller, and video
a dynamic multicast channel. To investigate this issue, wgéents. Both the service node and the admission controller are
define a percentage of channel reduction over TVoD, denotiéaplemented using the C++ programming language running
by G, as shown in (19), shown at the bottom of the pagen Red Hat Linux 6.2. Two client applications have been
whereWrv,p(n) andW (n) are the latency given there ane developed: one is implemented using the Java programming
channels, for TVoD and SS-VoD/UVoD, respectively. language and the Java Media Framework (JMF) 2.1 while the

Fig. 14 plots the channel reduction for arrival rates frorather is implemented using C++ on the Microsoft Windows
1 x 10~ to 0.01 for SS-VoD and UVoD. The results show thaplatform. Both the service node and the admission controller
SS-VoD requires fewer channels than TVoD as long as arrialie video-format-independent. The Java-version client supports
rates are over 1.8 10°* requests per second. Note that alPEGL streams, while the Windows-version client supports
this low arrival rate both TVoD and SS-VoD require only sbMPEG1, MPEG2, as well as basic MPEG4 streams. We also
channels. This suggests that SS-VoD will likely outperforiinplemented the interactive playback controls presented in
TVoD in practice. Section IV, namely pause—-resume, slow motion, and seeking.

With the SS-VoD prototype, we conducted extensive exper-
iments to obtain measured benchmark results to verify against
the analytical and simulation results. We developed a traffic gen-

The admission controller is among the more complexrator in order to simulate a large number of client requests. The
components in the SS-VoD architecture. One way to simpligervice node runs on a Compag Proliant DL360 serving one
the admission controller is to use a constant service time mbvie of length 120 min with 30 channels, each at 1.5 Mb/s.
Tr — 26 seconds for the dynamic channels. As this is thEhe clients are ordinary PCs and all machines are connected
worst case service time, the admission controller no longasing a layer-3 IP switch with hardware IP multicast support.
needs to maintain the counter-length tuplé-, Ar} and also We measured the startup latency for arrival rates ranging from 1
does not need to send @RTEND update request to the serviceto 5 requests/s. Each benchmark test runs for a total of six hours.
node. The tradeoff for this simplification is increased channBenchmark data collected during the first hour is discarded to
requirement as the dynamic channel will be occupied for longexduce initial condition effect.
than necessary. Fig. 15 compares the two cases, showing th&tig. 16 compares the startup latencies obtained from analysis,
using the worst-case service timeBf — 26 seconds results simulation, and benchmarking, respectively. We observe that the
in resource increases of over 30%. This shows that the mdmnchmarking results agree very well with the analytical results
complex admission procedure is still desirable unless systamd simulation results. Note that the latencies obtained from
complexity must be minimized. benchmarking are consistently larger than those obtained from

F. Simplicity Versus Performance Tradeoff

_ min {n|Wrvep(n) <1, Vn=0,1,...} —min{n|W(n) <1,Vn=0,1,.
N min {n|Wrvep(n) <1, ¥Vn=0,1,...}

& x 100% (29)
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20 I f l ' We note that the waiting time can only range from zer@tg —

181~ 1 26), so we can rewrite (A3) as

16|~ =

= Tr—26 42
- " = t*fc(t)
5 W f f W,(6) = / dt. A4
g lz_ﬁ'—:ﬁ/ g (6) / el Ad)
% 101~ -1 Motivated by simulation results, we assume tfiatt) is trun-
E 8- - cated exponentially distributed
3 6 i
*¥*¥X  Analytical Results _ —(Tr—26)/Wc (6 Cywes
4~ +++ Simulation Results n fc(t) - ((1 - e( (T el ))) WC((S)) e( /et ))'
2 888 Experimental Results - (A5)
! ! ! | Substituting (A5) into (A4), we have
%% 1 2 3 4 5
Arrival Rate (requests/second) w (5) /‘TR26 12e(—t/We () it. (A6)
c\0) = — (—(Tr—28)/Wc(8) 3 (b-
Fig. 16. C_omparison of latencies obtained from analysis, simulation, and 0 (1 ¢ " ¢ )WC((S)
benchmarking. Solving the integral and after a series of simplifications (A6)
becomes

simulation. We believe that this is due to the nonzero processing (Tr — 26)
delay and network delay in the system, both of which have been 1+ W
ignored in the simulation model. WEL(6) = 2We(8) | 1 — ©

1 — e(=(Tr—28)/Wc (8))

VIIl. CONCLUSION

(TR — 26) —(Tr—26)/We (6
In this study, we investigated a SS-VoD architecture that can X We( (Tr=20)/We @) ) (A7)

achieve super-linear scalability by integrating static multicast,

dynamic multicast, and client-side caching. This SS-Vobinally, as a Type-2 user is equally likely to arrive anytime
architecture is particularly suitable for metropolitan-scatduring a Type-1 wait, the mean waiting time is simply equal
deployment as resource savings increase dramatically tahalf of the Type-1 mean wait as

higher arrival rates. In fact, there is no inherent scalability WL(5)

limit to this SS-VoD architecture provided that the network W2 () :CT

is multicast-ready and has sufficient bandwidth to connect (Tg — 26)
all customers. With more and more existing residential 1+W
broad-band networks being upgraded to support native mul- =We(6) |1 - ¢

ticast, the SS-VoD architecture could provide a cost-effective 1 — e-(Tr=20)/We (o))

yet simple-to-implement and easy-to-deploy solution for

interactive VoD services. % (Tr — 29) o(—(Tr—268)/Wc (6)) (A8)
We(9) '
APPENDIX
In this appendix, we derive the mean waiting time for Type-2 REFERENCES
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asing as a Type-2 user is more likely to observe a longer Type-1 &n-lcti_emznd ilsia%io Ser\g vzvgh batching,” firoc. 2nd ACM Int. Conf.
. [ i ultimedia , pp. 15-23.
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